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Molecular dynamics of NaCl (B1 and 82) and MgO (Bl) metting: Two-phase simulation
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Ansrnlcr

Melting of NaCl and MgO has been simulated with a two-phase molecular dynamics
method at constant pressure using newly developed interaction potentials. Equations of
state for NaCl and MgO simulated by molecular dynamics are in good agreement with
available experimental data. Equations of state for MgO and NaCl were obtained by fitting
simulated volumetric properties at pressures and temperatures up to 300 kbar and 3000
K (for NaCl) and 2000 kbar and 7000 K (for MgO). The pressure dependence of the
melting temperature was predicted up to 1000 and 1400 kbar for NaCl and MgO, respec-
tively. Crystallization and melting were observed without hysteresis. The simulated melt-
ing curve of NaCl is fully consistent with experimental measurements. The pressure de-
pendence of the melting temperatwe of MgO is consistent with experimental data at I bar
and previous theoretical estimations by Jackson (1977) and Ohtani (1983). The melting
temperature of MgO is substantially higher than that determined by Z,en and Boehler
(199a) OV 1000 K at 300 kbar) and substantially lower than that predicted by Cohen and
Gong (1994) (by 1500 K at 300 kbar). The melting temperature of MgO at the pressure

of the core-mantle boundary is calculated to be 6900 + 200 K. The procedures for sim-
ulation of melting of NaCl and MgO, starting from a calculation of the interatomic poten-

tial and ending with analysis ofresults, are identical.

IrvrnooucrroN determined melting temperatures of iron, FeO, and
MgSiO, perovskite differ by up to thousands of degrees.

Melting is probably the most familiar first-order tran- In such situations, a theoretical approach can provide

sition. Surprisingly, despite significant efforts, relatively independent information to support experimental deter-
little is known about its nature. Thus, until now, the pre- minations.
diction of the pressure dependence of the melting tem- Until recently, the differences in theoretical predictions
perature (?"-) of a solid has been problematic. This de- of the melting curve for MgSiO, perovskite (Matsui and
pendence, however, is very important for a description Price l99l; Kapusta and Guillop6 1993; Kubicki and
ofEarth's evolution, especially ifwe adopt the hypothesis Lasaga 1992) were even greater than the differences in

of an early magma ocean (Agee and Longhi 1992; Agee the experimental measurements (disagreement by about
1993; Anderson 1989). Pressure dependence of the melt- 2500 K). Recently, Belonoshko (1994) used a two-phase
ing temperature of minerals forming the Earth's mantle molecular dynamics (MD) simulation at constant pres-

is necessary to describe the timing and sequence of crys- sure with an interatomic potential (IP) developed by Mat-

tallization from the protomelt (Solomatov and Stevenson sui and Price (1991) to describe the melting P-Zcurve of
1993). Because MgO is believed to be one of the major MgSiO. perovskite and explained the reasons for such
constituents of the Earth's mantle (Anderson 1989), the differences. There was almost perfect agreement between
attention that MgO receives le.g., Znn and Boehler ( I 994) the MD simulation and experiment of Zett and Boehler
and references thereinl is quite understandable. (1993a, 1993b). We do not see any reason why the sim-

There has been significant progress lately in the exper- ulation should be incorrect, because the Matsui-Price IP
imental determination of the pressure (P) dependence of reproduces all structural modifications of MgSiO, and,
the melting temperature (T) of iron, MgSiO, perovskite, therefore, should be suitable for the modeling of phases

stishovite, and wiistite (Boehler 1992, 1993; Heinz and with different coordination, and hence for the simulation

Jeanloz 1987; Knittle and Jeanloz l99l; Saxena et al. of liquid MgSiO.. The simulated PW properties of
1993; Shen et al. 1993; Shen 1994; Yoo et al. 1993 Zerc MgSiO. are also in good agreement with experimental
and Boehler I 993b) under the physical conditions of the data. Because the melting Z at a given P is one of several
Earth's mantle and core using a diamond-anvil cell with energetic properties, one would expect that this particular

laser heating and shockwave techniques. Zerr and Boeh- property could be calculated with about the same preci-

ler (1994) recently measured the melting temperature of sion as the others. Still, mindful of the controversy be-
MgO up to 3 I 5 kbar. However, some of the experiments tween various experimental determinations of the perov-

have yielded quite controversial results. Experimentally skite melting curve, we decided to simulate the melting
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curve of NaCl (Bl and B2), which, unlike the melting
curve of MgSiO, perovskite, is well determined (Akella
et al. 1969). Because NaCl is probably the most exten-
sively studied compound, both experimentally (Akella et
al. 1969; Birch 1986; Boehler and Kennedy 1980; Heinz
and Jeanloz 1984; Liu and Bassett 1973; Sato-Sorensen
1983) and theoretically (Dekker 1965;Dove 1993; Hem-
ley and Gordon 1985; Jha 1993), we are able to compare
our results with previous work. After successfully simu-
lating the NaCl (B1) melting curve (this study), with full
agreement with experimental results, we studied MgO by
the same method of two-phase MD simulation at con-
stant pressure.

The paper is organized as follows. First, we describe
the method and interatomic potentials used. Next, the
simulated thermoelastic properties and melting P-Tcurves
of NaCl and MgO are compared with the available ex-
perimental and previously calculated data. Finally, we
summarize our results. The influence of system size on
calculated results is discussed in the Appendix.

DnscnrprroN oF THE METHoD

Molecular dynamics simulation is a well-established
technique in mineralogy, especially for studying the ef-
fects of high pressure and temperature on the properties
of solids and their melts. Detailed descriptions of the
method are given in many textbooks (e.g., Allen and Til-
desley 1987; Haile 1992). Briefly, MD solves Newton's
equations of motion for atoms placed in a so-called com-
putational box. Forces are calculated with given inter-
atomic potentials. The procedure becomes somewhat
more complicated if constant pressure is required, but the
main features remain essentially the same.

MD simulation in its classical modification (periodic
boundary conditions and NVE ensemble, where N :
number of atoms, Z : volume, and E : energy) is quite
suitable for calculation of thermoelastic properties of a
solid or a melt. However, simulation of a melting tran-
sition is complicated. Overheating of a crystal in MD
simulation of melting is a well-known phenomenon. For
example, Matsui and Price (1991) and Kapusta and Guil-
lop6 (1993) reported that significant overheating (about
1500 K) is required for melting MgSiO, perovskite. Smo-
lander (1990) noticed that copper melting in Monte Carlo
simulation requires overheating by a few hundred de-
grees. Kubicki and Lasaga (1992) reported that over-
heating is required for the melting of forsterite. Over-
heating is required for several reasons. First, a nucleus of
melt is unstable unless it reaches a certain size (Landau
and Lifshitz 1958), which might be quite large compared
with the size of the computational box (which usually
does not exceed a few dozen angstroms). Therefore, ap-
pearance of melt is suppressed by size restrictions, and
overheating is required to decrease the size of a stable
nucleus. Second, the creation ofan interface between sol-
id and melt requires excess energy, which can be provided
only by increasing temperature. Third, simulations at
constant volume might lead to instability of both solid

and liquid phases (the volume is too small for a liquid
and too large for a solid).

To solve the overheating problem, there are two pos-
sible solutions. One is to increase the size of the simulated
system. This leads to a tremendous increase of compu-
tational time required for the simulation, and the results
are still uncertain because systems containing as many as
100000 atoms may not be large enough for the appear-
ance of melt nuclei. Moreover, it is rather doubtful that
melt nuclei will appear in an ideal crystal without over-
heating. The second solution, which we favor, is to intro-
duce an interface as a starting configuration. In other
words, place a presimulated melt and a presimulated
crystal in the computational box. This approach was suc-
cessfully used by Kubicki and Lasaga (1992) for simula-
tion of forsterite melting. Belonoshko (1994) simulated
MgSiO, perovskite melting in agreement with experi-
mental data (Znn and Boehler 1993a, 1993b) using this
approach and the interatomic potential of Matsui and
Price (1991). Note, that both Belonoshko (1994) and
Matsui and Price ( I 99 I ) used the same potential and sim-
ulated MgSiO, perovskite at constant pressure. Belonosh-
ko (199a) did not notice any significant overheating,
whereas Matsui and Price (1991) did. Phillpot et al. (1989)
studied melting of Si and found that "melting in real
crystals should be initiated at grain boundaries and sur-
faces, a conclusion that is entirely in accord with exper-
iment." Therefore, we believe that two-phase simulation
at constant pressure indeed provides a tool for studying
the melting transition.

Derivation of interatomic potentials

Although several IPs are available for both NaCl (An-
astasiou and Fincham 1982) and MgO (Allan et al. l99l;
Cohen and Gordon 1976;Isaak et al. 1990; Matsui 1989;
Leinenweber and Navrotsky 1988; Wolf and Bukowinski
1988) we calculated our potentials using identical pro-
cedures for NaCl and MgO at all stages of the work.

The procedure for the calculation of IP parameters is
similar to that used in the METAPOCS computer pro-
gram (Parker et al. 1984; Urusov eI al. 1994). The pro-
cedure consists of minimization of the difference between
experimental and calculated properties as a function of
IP parameters.

Because of our interest in thermoelastic properties, we
chose the goal function of the following form:

p 2 l

2 6, - xi*e)2 + ,r2 (c,i - cr;\'
a : l

3

+ ,"2 (a, - o;*o)z t o:u(H - H-,) - min (l)

where { : structural parameters, C, : elastic constants,
a, : coefficient of linear thermal expansion, .FI : enthal-
D!, @ : weight, and exp : experimental values. The par-
ticular values of ec, o)o, and os, were chosen so that all
terms in Equation I have the same order of magnitude.
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During the calculation procedure, the IP must correctly
reproduce the symmetry of the structure and the posi-
tions of all atoms (except the one fixed at the origin),
because cubic symmetry is not initially assumed (and
should not be if the IP is to work properly). Hence, in
our case the total number (p in Eq. l) of variable struc-
tural parameters (lattice parameters and coordinates of
independent atoms) is equal to 27 for the Bl structure.

Enthalpy, H".r, at given P and T was simulated using
the following equation (Born and Huang 1954; Parker
and Price 1989):

+>^E t  Q )

where @,- is the pair potential of interatomic interaction,
k is Boltzmann's constant, fi is Planck's constant, M is
the total number of phonon frequencies, c.r, is frequency,
I is the number of atoms per formula unit, and A.E, is
the energy ofthe charge transfer. The physical meaning,
the method of determination, and values of A,E, are given
in Urusov (1975, chapters I and 4), Urusov and Dub-
rovinsky (1989, chapter 5), Urusov et al. (1994) [in our
particular case, the calculated optimal IPs for Mg and Na
with effective charges are l.25le and 0.966e, respectively;
correspondin gly, AE *"(l .25 l) : 326.37 kcal, A-8"( - I . 2 5 I )
: -43.47 kcal, AE,o"(0.966) : I10.20 kcal, and A-E.'
(-0.966) : -27 .24 kcall.

For every given vector ofreciprocal lattice q within the
first Brillouin zone, a set of frequencies c,r, is obtained as
a result of solution of the corresponding determinant
equatron

l D ( q ) - I c o ' z ( q ) l  : 0  ( 3 )

where D(q) is the dynamic matrix (Born and Huang 1954)
and 1is the identity matrix.

Frequencies were calculated on a three-dimensional
mesh of 64 points within the first Brillouin zone. Parker
and Price (1989) showed that for temperatures above 50
K thermodynamic properties converge rapidly with a
mesh of this size, and for the materials considered here
there are only small differences in the magnitude of the
thermodynamic properties for a mesh containing more
than eight distinct points.

Elastic constants were calculated according to previ-
ously described methods (Catlow and Macrodt 19821,
Parker and Price 1989). The thermal expansion coeffi-
cient was calculated according to Animalu (1977).

We used the nongradient Powell method (Press et al.
1992) to minimize the function on the left side of Equa-
tion l. This method was chosen because the analytical
calculation of derivatives of the goal function (Eq. l) in
its general formis difficult. On the other hand, numerical

calculation of the derivatives decreases the precision of
the results.

The form of the IP is as follows:

6,1 :q,Qi/R,i* e,,f (1t, + pr)exp[(r, + r, - Ra)/(rt+ pj)]

+ V(l - ., D,,{expl-2a,,(Ru - Ruo)l

- 2expf-a,, (Ri, - Rro)l) - Cr/Rfj (4)

where i and j : atomic indexes, 4 : eflective charge, p
and r : parameters of Gilbert-like repulsive potential, f
: units constant (l kcal/mol), D, a, and Ro : parameters
of the Morse potential, C : van der Waals constant, e, is
the bond ionicity, and q,q,/ 2,2,, z : formal charge. This
form ofIP was first applied by Hofer and Ferreira (1966)
to describe interactions in alkali halides. Later, this IP
was compared with other forms of IP (Urusov and Dub-
rovinsky 1985, 1989) and found to produce better fits to
experimental data than the Born-Mayer and Morse po-
tentials. Note that in the extreme cases where e : 0 and
e : l, this IP transforms into the Morse and Buckingham
potentials, respectively.

Experimental data for structure, elastic constants, co-
efficients of thermal expansion, and enthalpy at 300 K
and I bar were fitted with our potential. We did not cal-
culate Coo because a central force IP gives the value Coo
: C,r. The experimental and calculated data are given in
Table l. (Note that in cubic symmetry o4 : otz: a3 --

a/3; values of elastic constants other than C,, and Crrare
not listed, their values corresponding to cubic symmetry.)
The calculated IP parameters are given in Table 2. Values
of charges in our model are close to those calculated ear-
lier. Charges of Na and Cl are near l. The charge of Mg
is about the same as the Mg charges of 1.37 and 1.4
calculated by Leinenweber and Navrotsky (1988) and by
Matsui (1989), respectively. The O charge follows from
electroneutrality.

Description of molecular dynamics simulations

We performed two kinds of MD simulations. Simula-
tion of PVT data utilized a one-phase simulation at con-
stant volume for which the number of particles in the
computational box was 512 (256 molecules) with three-
dimensional periodic boundary conditions to mimic bulk
behavior. A two-phase simulation at constant pressure
was used for the simulation of the melting transition. The
two-phase MD simulation requires some explanation (see
also Belonoshko 1994).

To determine the P-?"conditions of melting in an MD
simulation, it is quite natural to put liquid and solid parts
together so that they have a common interface and to
observe in the course of the simulation which phase grows.
This is exactly what we did. The left and right parts of
the computational box were filled with initial simulated
melt and crystal, respectively. The number of particles in
the computational box was 1024 (512 in the liquid part
and 512 in the solid part). Periodic boundary conditions

- e x
.l, h.,

'(
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Trale 1. Comparison of calculated and experimentally measured lattice parameters, elastic moduli, coefficient of thermal
expansion, and enthalpy

Periclase

Obs value Calc. Exp. Calc. Exp.

a (nm)
C,1 (GPa)
C,, (GPa)
a  ( x 1 0 + s  K - ' )
Hr (kcal/mol)

0.5648
49.2
15.7
1 .26

-93.31

0.5640.
48.99"
12.57*
1 .169+

-92.25$

0.4212
304
103

3.31
-'t43.4

0.4213'
2s2t
921
3 . 1 1 $

-143.8$

* Kracek and Clark (1966).
"- Bartels and Schuele (1965).
t Zoubolis and Grimsditch (1991).
f Boehler and Kennedy (1980).
$ Saxena et al. (1993).

were also applied to the two-phase simulation; therefore,
each semi-infinite slab (either liquid or solid) was sur-
rounded on two sides by the opposite phase. Two-phase
MD simulations were started from this initial configura-
tion and allowed to continue for several thousand time
steps after either liquid or solid state was reached [usually
no more than l0 ps (l ps : l0 '2 s)1. In our opinion, a
proper determination of the final configuration can be
made by examination of the structure and is straightfor-
ward because the structures of solid and melt are not
similar at high P and T. Atoms in the solid (crystalline)
state are arranged with long-range order somewhat dis-
torted by thermal motion. If there is no such long-range
order at about the same density, it is either in the amor-
phous or liquid state. The determination is especially
simple if the system freezes into a simple cubic ordered
structure. Melting is also quite easy to recognize by com-
parison of the final configuration with the initial liquid in
the computational box. In addition to examining the final
configuration, we made animations of each simulation
and controlled volume changes, radial distribution func-
tion (RDF), and coordination number (CN). These values
were calculated as averages over 100, 400, and 2000 time
steps; therefore, we also controlled the drift of the aver-
ages. In each determination ofthe phase state ofthe final
state of a simulation, these four criteria (animation, RDF,
CN, and volume change) were internally consistent.

Constant pressure MD simulations were performed with
the Parinello-Rahman method (Parinello and Rahman
l98l). Long-range coulombic interactions were calculat-
ed using the method of Ewald (1921). The value of the
time step ranged from I to 3 fs (l fs : l0-'5 s). Because

TABLE 2. Interaction potential parameters for MgO and NaCl

Atom q (e) p' (nm) 4 (nm)

of the use of a link-cell method (Quentrec and Brot 1975),
the cut-off radius could be chosen up to the length of the
MD cell side (unlike the minimum-image convention, in
which the cut-off cannot be larger than one-half the MD
cell side). It is especially useful for analyzing a size effect
because if the minimum-image convention is used the
cut-of must be rather small (less than one-half the MD
cell side) in a system containing a small number of par-
ticles. It influences results for small systems, in addition
to a pure size effect, and does not allow one to judge the
size effect. Equations of motion are integrated using the
Refson (1985) modification of the Beeman (1976) algo-
rithm, which in the case of an atomic system is equivalent
to the Verlet (1967) algorithm. The choice of the system
size used (5 12 atoms in one-phase and 1024 atoms in
two-phase simulations) is justified by a previous study
(Matsui 1989) and by our analysis (see Appendix).

In all our simulations velocities were scaled during the
equilibration period. Averages were calculated without
scaling of velocities, allowing temperature to fluctuate
around an average value. Taking into account "statistical
inefrciency" (Allen and Tildesley 1987), errors of the
temperature calculations are <30 K, reaching a maxi-
mum at the highest simulated I (above 7000 K).

Rnsur,rs AND DrscussroN

One-phase (conventional) simulation

Before starting the two-phase simulations, we checked
how well our potentials reproduce properties of NaCl and
MgO. To check the applicability of the IP at high P and
7l extended MD simulations were performed. For both

Di
(kcaUmol)

ql

(nm-t;
Ro'
(nm)

ci (1@
kcalhnms/mol)

Mg-'

Na--
cl

1.251
-'t.251

0.966
-0.966

0.01 180
0.01 5275
0.01 105
0.02155

0.1321 1
0.1 9797
0.13869
0.22150

10.4
1 . 0
8. ' t7
1 . 0

0.064
0.135
0.052
0.168

0.274
0.1 81
0.167
1 .910

10.5
I . C

5.5
4.5

' D,t: D, + D, a, : a' t a, Rqo = R, * Rr, Cn : C,C,.
** D"n"n: D"""": 0.



NaCl and MgO we simulated about 150 PZ7points from
300 to 6000 K and from I bar to 2000 kbar. The resulting
data for the solid (Bl) phases were fitted with the high-
temperature form of the Birch-Murnaghan equation of
state (Birch 1952;Murnaghan 1937; Saxena et al. 1993):

P:3Kr0 + 2fS5tz11 + 2tD (5)

where { : T+(K', - 4), f : t/zl(Vr.r/Vp.r) - ll, K', :
K\oo I Kig - 300) h(7300), V,,: Vo exp ([a d7), K,
:  l / 0 r , 0 r :  Ao  +  0 [  +  0 rT ,  +  p rT3 ,anda :  as  *  a rT
* arT-t I arT-2. The calculated parameters for NaCl
and MgO are given in Table 3. The unit for thermal ex-
pansivity (a) in Equation 5 and Table 3 is inverse kelvins
and for compressibility (B), inverse bars. 2,,. is volume
at I bar and temperature, Z, in cubic centimeters per
mole, Zo is volume at ambient temperature and pressure.
Equation 5 gives very reasonable fits for both NaCl and
MgO. The maximum error in pressure is < l0l0.

Figures I and 2 show a comparison of our simulated
and experimental data for NaCl. The simulated 300 K
isotherm (Fig. l) is in good agreement with the experi-
mental data on volume change at 300 K (Heinz and Jean-
loz 1984: Liu and Bassett 1973; Sato-Sorensen 1983) and
pressures of more than 600 kbar. At 600 kbar, the volume
of NaCl is approximately one-half the value at normal
pressure. P-V expeimental data for the Bl phase (Decker
l97l;Liu and Bassett 1973; Sato-Sorensen 1983) are in-
ternally consistent. P-V data for the 82 phase are rather
controversial. As one can see (Fig. l), there is a rather
large difference between the measurements of Sato-Sor-
ensen (1983) and Heinz and Jeanloz (1984). Theoretical
predictions of the pressure of the Bl-B2 transition are
also rather controversial, ranging from 60 kbar (Murti
and Salvarajan 1980) to 210 kbar (Froyen and Cohen
1984). We found the Bl-B2 transition pressure for NaCl
at 380 kbar and 300 K. Taking into account the large
scatter of theoretical and experimental pressures [230-
330 kbar (Fritz et al. l97l; Liu and Bassett 1973;
Sato-Sorensen 1983)] for the transition, we consider our
prediction to be in rather good agreement with the ex-
perimental data. Therefore, we conclude that our inter-
atomic potential works well when pressure is probing
shorter than normal distances (up to 600 kbar) between
Na and Cl atoms. It is also suitable for describing inter-
actions where the coordination changes (Bl-B2 transi-
tion). Let us consider how the IP works at elevated tem-
peratures. Figure 2 shows calculated isotherms compared
with experimental isotherms (Boehler and Kennedy 1980)
that were measured up to 32 kbar and 773 K. The com-
parison shows almost quantitative agreement.

For calculation of MgO properties, we thoroughly
checked other pairwise potentials. We calculated the 300
K isotherm using a pairwise IP developed earlier (Allan
et al. l99l; Leinenweber and Navrotsky 1988; Matsui
1989) and compared the results with experimental dala,
other predictions, and the isotherm calculated using the
IP of this study (Eq. 5). Figure 3 shows the result of the
comparison (some of the predictions are not shown in the
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TABLE 3. Values of coefficients in Eouation 5

Parameter MgO (81) NaCl (81)

vo
ao x 100
ar  x  108
a2 x 103
03

do x  10?

B, x 10"
B" x 10'n
B. x 10'7
K"*
K, x 10a

11.312
2.058
1.530

24.558
-4.573

5.453
12.527
-2.686

1.087
4.642
0.050

26.333
38.503
8.214
9.983
0.7't2

34.713
34.493

120.157
21.476
4.737
0.233

figure; see the figure caption). It is clear that our IP gives
better results than any of the other pairwise potentials.
Matsui's (1989) IP is of about the same quality as ours
and could be used. However, we wanted to use the iden-
tical form of the IP for both NaCl and MgO (Matsui used
the Buckingham potential) calculated by the same meth-
od. Potential-induced breathing (PIB) models (Mehl et
al. 1986, 1988) give worse results. A recent PIB model
(Isaak et al. 1990) predicts a very reasonable 300 K iso-
therm, as does the variationally stabilized, modified elec-
tron-gas model (Wolf and Bukowinski 1988). Our values
of K, and K', are l7 2.2 GP a and 4.6 4, respectively. These
compare very well with the data by Isaak et al. (1990),
who obtained K" : 180.1 GPa with K;: 4.15. Corre-
sponding experimental values (Chang and Barsch 1969;
Sumino et al. 1983) are 160.5 GPa and 4.22. We also
simulated the Bl-B2 transition of MgO and found that,
at 300 K, the 81 phase is less stable than the 82 phase
at pressures above 5500 kbar. Mehl et al. (1988) found
the pressure of the Bl-B2 transition for MgO to be 5150
kbar. We compared the simulated thermal expansion (Eq.
5) with the thermal expansion data of Saxena et al. (1993)
by calculating a few isotherms up to 3000 K (Fig. 4). The
300 K isotherm fitted to experimental data by Mao and
Bell (1979) is also shown for comparison. Saxena et al.
( I 993) assessed a large body ofexperimental dara on PW
properties of minerals and mineral equilibria involving
periclase. Their equation of state derived from the ex-
perimental data can be considered as a weighted average.
As one can see, the agreement is reasonable (Fig. 4). The
difference between the MD simulated volumes and those
calculated by Saxena et al. (1993) becomes rather large
above 600 kbar and 1000 K. Duff! et al. (1995) measured
the 300 K isotherm for MgO up to 227 GPa. This iso-
therm is consistent with our equation of state within ex-
perimental uncertainties.

The probable explanations of the predictive power of
our IP are as follows: (l) We fitted various properties that
require that the energy and its first, second, and third
derivatives be correctly reproduced. This allows rather
precise extrapolation ofthe potential function to the range
of interatomic distances not represented at ambient con-
ditions. (2) Parameters were calculated without assuming
the symmetry of NaCl and MgO. (3) The particular form

BELONOSHKO AND DUBROVINSKY: MELTING OF NaCl AND MgO



81, EOS, this study
(D 82 (MD, this study)
C Bl (Liu and Bassett 1973)
o 82 (Liu and Basseft 1973)
I Bl (Sato€orensen 1983)
A 82 (Sato€orensen 1983)
V 82 (Heinz and Jeanloz 1984)
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0.9

0.8

0.7

0.5
0 200 400 600 800

Pressure, kbar
Frcunr I . Pressure dependence of the volume ofNaCl at 300

K for the B I and 82 phases, in comparison with the experimen-
tal data. Solid line represents a fit to the MD-simulated data for
the Bl phase (Eq. 5 with parameters from Table 3). Shaded
spheres indicate volumes of the 82 phase.

of the IP was compared with other forms (Urusov and
Dubrovinsky 1989) and found to be superior.

In summary, our potentials work well over a wide range
of P and Z conditions and have the same or better pre-
dictive capability than other potentials.

Two-phase simulation of melting transition

The computational box was prepared as described be-
fore. Figures 5-8 provide insight into the typical proce-
dure for determination of temperature brackets at a given
pressure. These frgures illustrate, in particular, the deter-
mination of T^ at 1400 kbar. The temperature brackets
were located at 6700 K (solid more stable than liquid)
and 7100 K (liquid more stable than solid). Actually, the
determination of a temperature interval at a given pres-
sure is equivalent to the determination of a pressure in-
terval at a given temperature; the essential part is that
the determined brackets should be close enough to define
the melting curve with sufficient precision.

Figure 5 shows two typical MD simulation experi-
ments. Both consist of 12 images of atomic configurations
taken at different stages of the simulation. Figures 5a-5c

,.:'r.*",;;- 
25 30 3s

Frcunr 2. Volume of NaCl (Bl) calculated using Equation 5
at six temperatures (shown by continuous curves) in comparison
with experimental data of Boehler and Kennedy (1980).

show crystallization and Figures 5d-5f show melting. The
kinetics of both processes are rather fast; a two-phase
initial system becomes homogeneous within 4000 time
steps (4.8 ps). This is in agreement with Lee and Kubicki
(1993), who observed nucleation in MgO melt within 3
ps. Note that in accordance with experimental observa-
tions [Phillpot et al. (1989) and references therein] both
crystallization and melting are initiated at the interface.

Figure 6 shows a typical dependence of the volume of
an initially two-phase system. At a temperature above I-
the volume steadily increases because the melting front
advances into the crystal (solid) portion of the two-phase
system. In contrast, volume decreases at lower tempera-
ture.

The determination of the phase in the resulting config-
uration is made by analysis of the radial distribution
function (RDD glR) (Fig. 7), which is calculated as a
probability density to find an atom of kind 7 at the dis-
tance R from an atom of kind l. The RDF is calculated
as an average over atoms i and time. Figure 7 shows the
RDF g."o(R) calculated between time steps 6000 and
8000 at 6700 and 7100 K and 1400 kbar. These RDFs
show quite distinct behavior. One of them (at 7100 K) is
typical of liquid structure. The RDF calculated aI 6700
K exhibits clear splitting of the second peak into two
peaks and the appearance ofa fourth peak, which is high-
er than the second; this is typical of the cubic structure.

Figure 8 shows the running coordination number (CN)
calculated at the same conditions as the RDFs above.
CN of Mg is about 6 in both the solid and the liquid.
This is typical at high pressure at temperatures close to
melting. However, the behavior of CN as a function of
distance is rather different. There is a clear flattening of
CN(R) at 6700 K, which is indicative of crystal structure.
If a cubic crystal were not distorted by thermal motion it
would have completely flat CN(R) at R values between
the first and second coordination spheres.

One might get the impression that we guessed the tem-
peratures 6700 and 7100 K at a pressure of 1400 kbar;
this is not the case. First we simulated MgO at 8000 K
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Frcunr 3. Calculated volumes of MgO at 300 K as a function
of pressure in comparison with experimental data from Perez-
Albuerne and Drickamer (1965) and Mao and Bell (1979). The
experimental data are shown by shaded spheres. Solid squares
show the MD-simulated results using the IP given by Equation
4 with parameters given in Table 2. The results of our MD
calculations using previously developed IPs by Allan et al. (1 99 l),
kinenweber and Navrotsky (1988), and Matsui (1989) are shown
by open circles, solid circles, and diamonds, respectively. Squares
indicate the results of Mehl et al. (1986) and Mehl et al. (1988),
which were obtained by using the potential-induced breathing
(PIB) model. Results of Mehl et al. (1986) are shown with the
thermal correction according to Wolf and Bukowinski (1988).

and found that it was liquid. Next we simulated MgO at
5000 K and found that it was solid. In subsequent sim-
ulations, MgO was solid at 6500 K but liquid at7250 K.
Proceeding in this manner, we finally found the temper-
ature brackets 6700 and 7100 K. In principle, it is pos-
sible to find Z- with smaller brackets; however, we think
that the current precision at such a high pressure is suf-
ficient. From such temperature (or pressure) brackets, we
determined the melting curves for NaCl and MgO.

NaCl and MgO melting curves

Melting of NaCl was experimentally studied by Akella
et al. (1969). The room pressure Z- value was found to
be 1073.8 K. ?"- increases with increasing pressure, and
at 65 kbar (the highest experimental pressure reached) it
is  1829 K.

Figure 9 compares the calculated pressure dependence
of the melting transition of NaCl with the experimental
data. The difference between the simulated and experi-
mental melting curves is <100 K at any pressure. The
room pressure Z. value is between ll00 and ll50 K.
The melting curve flattens at pressures above 300 kbar,
near the triple point (Bl + 82 + melt), which we did not
locate exactly. At pressures higher than 300 kbar, we per-
formed two-phase simulations with the Bl or B2 struc-
ture as the solid part of the computational box. Open
triangles in Figure 9 indicate stability of the 82 phase. It
is interesting that aI 3000 K and 600 kbar the final prod-
uct of the simulation is melt if the initial solid had the
Bl structure and the final product is solid (B2) if the
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Frcrnn 4. Comparison of MgO volumes (Saxena et al. 1993;

shown by solid symbols) with those calculated using Equation 5
(Eq. 5 is fitted to MD-calculated MgO volumes, shown by open
symbols). The 300 K isotherm by Mao and Bell (1979) is shown
as a curve without symbols. Saxena et al. (1993) fitted the avail-
able experimental data on thermoelastic properties and phase
equilibria involving periclase using an equation of state in the
form ofEquation 5.

initial solid had the 82 structure. At pressures higher than
400 kbar the melting curve has a higher slope because of
the Bl-B2 transition.

The MgO melting curve is easier to calculate because
it is not complicated by the B 1 -B2 transformation at any
pressure corresponding to the Earth's interior. Using the
same procedure used in the simulation of the NaCl(Bl)-
melt transition, we calculated the melting P-Zcurve for
periclase (Fig. l0). The experimental I. value at I bar
(Kracek and Clark 1966) is 3098 K. The simulated 7"- is
almost the same. With our procedure, we do not know
the exact melting temperature but simply that at I bar
and 3100 K the two-phase system freezes and at 3250 K
it melts. Ohtani (1983) predicted a pressure dependence
of Z- for MgO; it is schematically shown in Figure 10.
The melting curves of Ohtani and the present study are
very similar up to 250 kbar. Above 250 kbar, Ohtani's
curve lies at higher pressures than ours. This is probably
because Ohtani, using the empirical equation of Kraut
and Kennedy (1966), extrapolated experimental data well
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Frcunr 5. Simulation of the time evolution of the two-phase
MgO system at 1400 kbar and 6700 K (a-c) and 7100 K (d-0.
A frontal view of the system is shown. The liquid part of the
system is on the left side and the solid part is on the right at the
beginning of the simulations. Each part consists of 512 atoms;
overall size of the system is 1024 atoms. Numbers on the left
indicate the time step at which the snapshot is taken (each time
step is 1.2 fs for both simulations). O atoms are represented by
larger circles; Mg is shown by smaller circles. Parts a-c show
how a crystallization front progrades into the liquid from both
sides of the computational cell owing to the three-dimensional
periodic boundary conditions. The front propagates in the di-
rection perpendicular to the interface; crystallization clearly oc-
curs at the surface (not unexpectedly). The last picture of the

configuration of atoms in c (time step 5000) shows a highly de-
fective cubic crystal. Further simulation (not shown) reduces the
defects. Parts d-f show the development of the same system into
the liquid structure (see also Figs. 6-8) at higher temperature,
providing an atomistic picture of the melting process. Again,
melting begins at the contact of the liquid and solid parts (time
step 1200, d). At time step 2800, two layers of atoms can still
be seen preserving long-range ordering in the direction parallel
to the interface. At time step 3200, the traces of crystal structure
are still visible. They gradually disappear, and further equilibra-
tion of an already homogeneous system gives a picture typical
of a liquid structure (the coordination number and the radial
distribution function were calculated during 4000 time steps be-
ginning at the 4000 time step; they are shown in Figs. 7 and 8).
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beyond the P-T range of existing data. Note that Ohtani
(1983) predicted (though somewhat overestimated) the
melting curve of MgSiO, perovskite, which is in reason-
able agreement with the experimental data of Zen and
Boehler (1993a, 1993b) and with the two-phase MD sim-
ulation of MgSiO, perovskite melting (Belonoshko 1994).
Jackson's (1977) prediction based on the similarity of the
MgO-SiO, and LiF-MgF, phase diagrams is very close to
Ohtani's and ours.

Zerr and Boehler (1994) recently published melting
temperatures of MgO for pressures up to 315 kbar. The
melting temperature at this pressure is about 4000 K,
which is considerably lower than all predictions. The ini-
tial slope of their melting curve is very low compared to
previously published estimates (Jackson 1977; Ohtani

1983; Cohen and Gong 1994). Taking into consideration
the internal inconsistency among results obtained using
diamond-anvil cells (DAC) with laser heating [e.g., on
wiistite melting (Boehler 1992; Knittle and Jeanloz 199 I ;
Shen et al. 1993)l as well as the inconsistency between
the results of shockwave and DAC measurements of Fe
melting (the ditrerences in both cases are more than 1000
K), we believe that the difference between our results and
those ofZerr and Boehler can be accounted for in future
work.

Cohen and Gong (1994) (hereafter, CG) predicted that
MgO melting curves lie at significantly higher tempera-
tures than those determined by others. Unfortunately, CG
did not use their procedure of calculating melting curyes
for any compound other than MgO. Our simulation for
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NaCl demonstrates that our procedure should be valid
for MgO. Comparison of their predictions with Zerr and
Boehler's (1994) data suggests that the procedure used by
CG may not be entirely satisfactory.

Here we compare in more detail our results with those
obtained by CG. Both studies used molecular dynamics,
but interatomic potentials were calculated in very differ-
ent ways. CG used a PIB model, whereas we used a two-
body central-force IP (Eq. 4). However, both IP models
predict similar properties for MgO, including equations
of state in good agreement with experiment. Moreover,
both potentials predict the Bl-B2 MgO phase transition
at about the same pressure. Because PVT properties are
directly related to the energy change, this means that the
energy surface is also reproduced by both methods (the
energies might be different, but the energy difference must
be constant). Therefore, the difference in I values prob-
ably cannot be explained by differences between inter-
atomic potentials.

Cohen and Gong actually performed two kinds of sim-
ulations: One set of simulations of clusters in free space
(zero pressure) and another set of simulations in a cubic
box with perfectly elastic walls. CG determined I- for
clusters with 64, 216,512, and 1000 atoms and then ex-
trapolated the temperature-size dependence to an infinite
size, or the bulk system. MD simulations in free space
are known to exhibit high hysteresis (+5gg K), which
prevents us from judging how well the experimental value
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Frcunr 6. The volume dependence of a two-phase system at
1400 kbar at two temperatures. Snapshots of the system are
presented in Figure 5. The initial volume (time step zero) is the
same at both temperatures (7900 A,.1. A solid line connects points
indicating values ofthe volume averaged over 100 (at 6700 K)
and 400 (at 7100 K) time steps.
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R, angstroms
Frcunr 7. Radial distribution functions (RDD of O around

Mg calculated at 1400 kbar and 6700 and 7100 K. The RDF is
calculated as the density of O atoms at the distance R from Mg
divided by a uniform density of O atoms. Both RDFs were cal-
culated by averaging over 4000 time steps between 4000 and
8000 time steps (each time step is 1.2 fs). The RDF at 7100 K
is typical of those of the liquid structure. The RDF at 6700 K
shows distinct solidlike behavior. The splitting ofa second peak
into two and the appearance of a fourth peak at 6 A are char-
acteristic of the cubic crystal structure. The RDF at 6700 K is
very similar to the RDF given by Lee and Kubicki (1993) (see
their Fig. 2) for "defective" periclase in their simulation of MgO
crystallization.

of Z- at I bar pressure is reproduced. Z- calculated by
CG at I bar is between 2700 and 3700 K, a 1000 K
interval. CG noted the high hysteresis at I bar; this hys-
teresis decreases with increasing pressure.

CG made another set of simulations by placing Mg and
O atoms in a cubic box. This cubic box changes the prop-
erties of the system. It is well known that the pressure
within a liquid (melt) exhibits oscillating behavior as a
function of distance between the confining walls if the
distance between walls is comparable to the size of the
molecules (cf. Christensen et al. 1987, Henderson and
van Swol 1988, Belonoshko and Shmulovich 1987, and
references therein). Pressure in a confined liquid can be
greater or smaller than that in a conesponding bulk liquid
of the same density, depending on the distance between
the walls (Z). This effect becomes less pronounced when
Z increases; however, the fluid is influenced by the walls
up to at least ten atomic sizes. Of course, the magnitude
ofthe effect depends on the detailed interactions between
atoms and between the atoms and the walls, as well as
on the exact geometry of the pores (slitlike, spherical,
cylindrical, cubic, etc.). The interatomic potential for Mg
or O with the wall becomes infinite when the distance of

R, angstroms
FrcunB 8, Running coordination number (CN) calculated for

the same conditions as in Figure 7. CN is calculated as a volume
integral of the RDF. The figure demonstrates that the solid and
the liquid have CN values close to 6. This is in agreement with
Cohen and Gong's (1994) simulation. CN at lower temperature
has a distinct step between the first and second coordination
spheres (at approximately 2.5 A; compare with RDF in Fig. 7)'

separation is less than a critical value. In the particular
case addressed by Cohen and Gong one might expect
strong interactions between the walls and the MgO cluster
because of the size of the simulated clusters (64,216, 512,
and 1000), which compose 4, 6, 8, and l0layers of atoms
within the box. In all cases, the integer number of layers
corresponds to minima on the periodic pressure-size
curve. A simulation using a cluster of intermediate size
would reveal the effect of the periodicity. An extrapola-
tion improves the situation slightly, because the ampli-
tude of the pressure oscillation indeed decreases as the
size of the cluster increases. However, even the largest
cluster (1000 atoms or l0 layers) is still within the size
for which a pronounced wall influence is expected (Chris-
tensen et al. 1987). (Note that CG's 1000 atoms and our
1024 atoms are not comparable; we used three-dimen-
sional periodic boundary conditions to simulate bulk be-
havior.) CG observed a linear dependence of Z- on l/R,
where R : size of the system. By our explanation this
simply means that the amplitude of the pressure oscilla-
tions decreases as l/R with the system size. The slope of
the T^ dependence with l/R increases with increasing
pressure because the period of the pressure oscillations
becomes smaller (high pressure forces monolayers to come
closer to each other). Therefore, we believe that CG ob-
served the same melting temperatures but at pressures
lower than those in the bulk. More recently, Cohen and
Kluge (1995) obtained a melting curve of MgO using a

0
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Frcunr 9. Phase diagram for melting of the Bl and 82 phases

of NaCl. Triangles indicate stability of the simulated solid phase;
inverted triangles indicate stability of the melt. Stability was
determined by two-phase simulations as explained in the text.
A typical procedure is illustrated in Figures 5-9. Not all simu-
lated data are shown but only the P-T points closest to the po-
sition of melting transformation. The resulting continuous melt-
ing curve is shown schematically for convenience to guide the
reader's eye. Open triangles indicate stability of the 82 phase.
The solid thick curve with solid spheres is experimental data of
Akella et al. (1969). Solid diamond at 3000 K and 600 kbar
either indicates the conditions of crystallization of the 82 struc-
ture when the solid part of the two-phase system was 82, or
indicates the melt if the solid part of two-phase system was Bl.
In other words, at these conditions melt is more stable than Bl
and less stable than 82 phase. Therefore, we drew a continuous
line to schematically indicate the Bl-melt transition below that
point (3000 K and 600 kbar).

64-atom system with periodicboundary conditions. They
concluded that "the calculated slope of the melting curve
was somewhat less" than that obtained by Cohen and
Gong (1994).
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ApprNorx Ixrr,unNcn oF sysrEM srzE oN REsuLTs

The results of two- and one-phase simulations may be
influenced by the number of particles involved in the
simulation. Honeycutt and Andersen (1984) noticed that

periodic boundary conditions affect the rate ofliquid nu-
cleation. We simulated the two-phase MgO system with
64. 216, and 512 atoms in each of the liquid and solid
parts and found their corresponding melting P-7" condi-
tions at 6000 K. The system with 64 atoms in each part
melts at 781.75 + 6.75 kbar. Systems consisting of 216
and 512 atoms melt at the same pressure (625 kbar) with-
in the precision of our calculated brackets (+25 kbar).
The temperatures of solidification and melting at 1400
kbar of the system consisting of 2 x 64 atoms were cal-
culated as 6500 and 7000 K, respectively (the system
with 2 x 512 atoms melts at 7100 K and freezes at 6700
K at the same pressure). Therefore, the effect of system
size on results rapidly diminishes as the number of atoms
increases and is not that geat in general. kt us consider
how the simulated melting temperature and the proper-
ties of a solid might depend on system size.

The difference between the calculated melting temper-
atures of "small" and "big" systems might be explained
by different values of vibrational energies of the solid
parts of the computational cells. The energy of the liquid
part also might be changed by imposed periodic bound-
ary conditions, especially if the P-f conditions are near
a phase transformation (Allen and Tildesley 1987). How-
ever, the effect of periodic boundary conditions on the
properties of the liquid and solid is certainly quantita-
tively different.

If we simulate a crystal with periodic boundary con-
ditions, then we suppress oscillations with wavelengths
larger than the size of the computational cell. Hence, a
portion of the low-frequency oscillations cannot be ac-
counted for. According to the Debye model (Born and
Huang 1954; Kieffer 1979) for an infinite crystal, we have

snkTf ' "1  /  r , \ lr;": ? J. tnlt - exe\---:kr/1,.,'d,., (Ar)

where k : Boltzmann's constant, i : Planck's constant,
n : number of atoms in the formula unit, Z : temper-
ature, olD : Debye frequency, and F;ib : energY of oscil-
lation without energy ofzero oscillations.

If the lowest possible frequency is r,r", then Equation Al
should be rewritten as

r:*:Yl."rlt
Assigning 0p : ho:o/k, 0, : ha"/k, and assuming that T

<< do (but not 7" << d,!), for "big" and "small" systems
we have, respectively,

zrankTa (A3)F ' b :  _

and

zrankTa 3nkTa l"' @tl1t o,u,n
r s 5(dil - d) (dil - 0:) Jo exl(0/7) - l'

(A4)

From comparison of Equations A3 and A4 it follows that,

- *o(- ,*)f* r, (A2)
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Apprxprx Frcunr l. Difference between vibrational eneryies
of finite and infinite MgO crystals, calculated with the program
EMIN as a function of N, number of atoms, at 6000 K and 600
kbar. Quantitatively, this difference is the same at any pressure
and at any temperature above the Debye temperature (see text).

depending on the value of 0", both situations -F;iu t
4o and f\ib < -iq'vib are possible. However, if T >> 0D,
then for "big" and "small" systems (Flib and,F;ib) we
have, respectively,

Fvib -
I b  - - nkT (A5)

Therefore, for any physically possible values of <oo and
c.ls, Ftib < FJ'b.

We calculated flib of MgO and found that the differ-
ence between energies for systems with 64 and 512 atoms
equals 29.52 kcal/mol at 6000 K and 600 kbar. The MD-
simulated melting pressures are 781.75 + 6.75 and 625
+ 25 kbar at 6000 K for systems with 64 and 512 atoms,
respectively, in the "solid" part of the computational box.
The calculated energy difference is comparable to the en-
ergy corresponding to the pressure shift (volume of MgO
at 6000 K and 600 kbar is about l0 cm3/mol). However,
if the liquid part of the box is subjected to the same change
owing to the applied periodic boundary conditions, the
resulting difference between the vibrational energies can-
not explain the observed pressure shift of melting.

Note that according to our calculations the difference
between the vibrational energy terms of infinite and finite
crystals decreases in proportion to the number of mole-
cules raised to the third power (Appx. Fig. 1). Therefore,
the precision of the calculations of the crystal properties
depends mainly on the quality of the IP and not on the
number of molecules (provided, of course, the number of
molecules is more than a few hundred).
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