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ABSTRACT
To obtain formulae that give the numbers of distinct polytypes of mica and SiC when the layer-number \( p \) is a prime, a so-called symbol-differentiating operation is used to derive different layer-stacking symbols that represent one and the same polytype. If a layer-stacking symbol \( \omega_2 \) is produced as a result of application of a symbol-differentiating operation \( \epsilon \) to a symbol \( \omega_1 \), \( \omega_1 \) and \( \omega_2 \) are said to be equivalent to each other, and the set \( \Omega \) of all possible symbols is partitioned into disjoint equivalence classes. A one-to-one correspondence exists between the set of different polytypes theoretically possible and the set of equivalence classes in \( \Omega \). For mica polytypes with a prime layer-number, the equivalence classes in \( \Omega \) were grouped into six families, and the number of classes within each of these families was determined. The number of distinct mica polytypes was thus derived when the stacking operation between couches contiguous is a rotation of 60° (senary) or 120° (ternary), respectively. Corresponding numbers are obtained for SiC polytypes, and the formulae are derived for SiC polytypes of any layer-number.

Sommaire
Dans le but de trouver des formules donnant le nombre des polytypes distincts de mica, ou de SiC, lorsque le nombre \( p \) de couches est premier, on emploie une opération dite "différenciation de symboles" pour établir des symboles d'empilement de couches différents qui représentent un seul et même polytype. Soit \( \omega_2 \) le symbole d'empilement que l'on obtient en appliquant l'opération différenciatrice \( \epsilon \) au symbole \( \omega_1 \), on dit alors que \( \omega_1 \) et \( \omega_2 \) sont équivalents l'un à l'autre, et l'ensemble \( \Omega \) de tous les symboles possibles est partagé en classes d'équivalence disjointes. Une correspondance bi-univoque relie l'ensemble des polytypes théoriquement possibles à l'ensemble des classes d'équivalence de \( \Omega \). Dans les cas des polytypes de mica où \( p \) est nombre premier, les classes d'équivalence de \( \Omega \) se groupent en six familles, et nous avons déterminé le nombre de classes que contient chaque famille. Ainsi s'établit le nombre des polytypes distincts de mica lorsque l'opération d'empilement entre couches contigües est une rotation d'un multiple de 60° (sénaire) ou de 120° (ternaire). Quant aux polytypes de SiC, nous en avons déterminé les nombres correspondants et établi les formules pour n'importe quel nombre \( p \).

(Traduit par la Rédaction)

INTRODUCTION
A complex structure very commonly consists of substructures. Such a structure may be called a hierarchic structure and is in most cases responsible for polytypism, twinning or domain texture. A study of mathematical principles for representation of complex structures such as the polytypes of SiC, ZnS and mica has been considered to be one of the important problems of modern crystallography. In these polytypes, unit layers are stacked upon each other in one
of a few different orientations, and their sequence repeats after a certain number of layers. These phenomena may be attributed to the spiral-growth mechanism (Frank 1951). Several systems of notations to describe these polytypes have been proposed: layer-orientation symbol (Zvyagin 1960), vector-stacking symbol (Ross et al. 1966) and layer-position symbol (Takeda & Sadanaga 1969) for mica, and ABC sequence, Zhdanov symbol and h–k notation for SiC (Verma & Krishna 1966).

A practical method of enumerating the possible sequences for N-layer mica polytypes was established by Ross et al. (1966). Takeda (1971) examined the algebraic properties of the vector-stacking symbol and introduced three operations, each of which produces a certain change of symbol while leaving the structure of the polytype invariant. By applying these operations he enumerated by computer the possible mica polytypes up to $N = 10$ for those with $0^\circ$ and $\pm 120^\circ$ interlayer rotations (in the ternary representation) and up to $N = 8$ for the general case (senary). Enumeration of SiC polytypes has been carried out by computer up to $N = 26$ (Tokonami & Hosoya 1966), and the sequences and symmetries of stacked closest-packed layers are tabulated for $N$ up to 12 in International Tables for X-ray Crystallography, Vol. II (1959).

Because the method adopted in these enumerations mentioned above is a kind of computer simulation, a theory capable of predicting the number of possible polytypes for a given layer-number has been much desired, in the hope that such a theory will reveal the mathematical structure of the set of polytypes, thus promoting a better understanding of the physical mechanism of their formation.

As a result of our recent collaboration, we have succeeded in deriving five kinds of formulae that meet our objectives: the first gives the number of mica polytypes in the senary representation and with a prime layer-number, the second the number of mica polytypes (ternary) with a prime layer-number, the third the number of mica polytypes (senary) with a layer-number relatively prime (Birkhoff & MacLane 1965) to 6, the fourth the number of SiC polytypes with a prime layer-number, and the fifth the number of SiC polytypes of any layer-number. However, because the example where $N$ is a prime number is best suited for an intelligible demonstration of the relation between different polytypes and the mathematical structure of the set of polytype symbols, we will expound, in this paper, the theory of enumerating mica and SiC polytypes with a prime layer-number.

**Polytype Symbol and Symbol-Differentiating Operations**

In order to present the system of symbols and operations for deriving and describing our theory, let us first give a brief review of the vector-stacking symbol (Ross et al. 1966) and Takeda's (1971) method of enumerating mica polytypes. In the following discussion we assume that $p$, the number of layers constituting a unit cell of a mica or SiC polytype under consideration, is always a prime.

The unit layer of the mica polytype is usually so chosen as to coincide with the unit slab in one-layer mica $1M$ and possessing the symmetry 1C12/m (A. Niggli's notation for the diperiodic groups). The structure of a mica polytype is then considered as a stacking of the unit layers with rotations by $0^\circ$, $\pm 60^\circ$, $\pm 120^\circ$ or $180^\circ$ between pairs of adjacent layers. Therefore the polytype symbol $\omega$ expressing the stacking sequence of layers in a $p$-layer mica has been given by a series of $p$ numbers as

$$\omega = (a_1, a_2, \ldots, a_{p-1}, a_p),$$

where the $j$th number $a_j$ refers to the angle of the relative rotation between the $j$th and the $(j+1)$th layer, the first layer being that in which the origin of the polytype structure is taken. The simplest expression will be to give $a_j$ one of the values of $0, 1, 2, 3, 4$ and $5$ corresponding to rotations by $0^\circ$, $60^\circ$, $120^\circ$, $180^\circ$, $240^\circ$ and $300^\circ$, respectively. Because of the periodicity along the direction of the layer stacking, the condition

$$\sum_{j=1}^{p} a_j \equiv 0 \pmod{6}$$

is imposed upon every $p$-layer polytype.

It will then be obvious that every symbol $\omega$ of such $p$ numbers that satisfy (2) represents a possible mica polytype of $p$ layers; in order to enumerate all possible $p$-layer polytypes, all $\omega$s conformable to (2) must be generated. However the total number of different $\omega$s thus generated will not coincide with but exceed the total number of different polytypes theoretically possible, because two or more symbols apparently different from each other may represent one and the same polytype, whereas one symbol cannot express more than one polytype. The truth of the second half of this statement will be obvious from the fact that a symbol determines one and only one type of sequence, thus only one polytype, and the truth of the first half will be demonstrated below with the aid of symbol-differentiating operations.

By symbol-differentiating we mean such an
operation that preserves the layer sequence of a mica polytype under consideration but transforms its symbol \( \omega \) to \( \omega' \) which is not congruent with \( \omega \). The simplest of the symbol-differentiating operations will be derived when the fact that the origin can be taken in any arbitrarily chosen layer within the polytype is taken into account. If the choice of the origin in layer \( A_i \) is specified as different from the choice of it in \( A_j \) when \( A_i \neq A_j \), every different choice of the origin in a mica polytype will create a unique symbol unless all the numbers in the symbol are the same. When an operation that shifts the origin by one layer is denoted by \( \rho \),

\[
(a_1a_2 \ldots a_{p-1}a_p) \rho = (a_2 \ldots a_{p-1}a_1)
\]

and

\[
(a_1a_2 \ldots a_{i+1} \ldots a_{p-1}a_p) \rho' = (a_{i+1} \ldots a_{p-1}a_2a_3 \ldots a_1)
\]

hold. If all \( a_k \) in (3) are not equal to each other, each of \( \rho' \)’s (\( i = 1, \ldots , p-1 \)) will be a symbol-differentiating operation, because \( p \) is a prime and accordingly no symbol can have an internal period. The operations \( \rho \) are the only symbol-differentiating operations that can be derived from a polytype in a fixed position, because the possibility of a change of symbol then lies only in a shift of the origin.

Next we must give the polytype a motion and see if we can derive more kinds of symbol-differentiating operations. Suppose first that the motion is of the first kind. Because the symbol is a string of numbers in one direction, the only motion of the first kind and representative of those producing a change of symbol is a rotation by 180° around an axis parallel to the layers. If this rotation is denoted by \( \tau \), it will operate on the symbol as

\[
(a_1a_2 \ldots a_{p-1}a_p) \tau = (a_2a_{p-1} \ldots a_1)
\]

and therefore it is a symbol-differentiating operation for those symbols that are not reflection-symmetrical across a plane perpendicular to it. Suppose next that the motion is of the second kind. Because the symbol is a string of numbers in one direction, the only motion of the first kind and representative of those producing a change of symbol is a rotation by 180° around an axis parallel to the layers. If this rotation is denoted by \( \tau \), it will operate on the symbol as

\[
(a_1a_2 \ldots a_{p-1}a_p) \epsilon = (a_1a_2 \ldots a_{p-1}a_p),
\]

where the structure represented by the symbol on the right side is enantiomorph with that given by the symbol on the left side. Three kinds of symbol-differentiating operations, \( \rho \), \( \tau \) and \( \epsilon \), have thus been derived for mica polytypes, and from the ways they were derived, it is obvious that they and their combinations exhaust all the operations required.

Next let us turn to SiC polytypes. As no adjacent layers in the SiC structure can take the same letter in the \( ABC \) sequence, two arbitrarily-selected adjacent layers will be expressed by \( AB \). The layer to follow \( AB \) is then either \( C \) or \( A \), providing sequences \( ABC \) or \( ABA \). Depending on the third layer upon \( AB \), \( C \) or \( A \), the mode of its stacking upon \( AB \) will here be denoted by \( 0 \) or \( 1 \), respectively. The polytype symbol of SiC will thus be a string of \( p \) numbers, each of which is either 0 or 1. We will then introduce an experimentally obtained rule and assume that SiC polytypes formed at high temperatures contain no 1 in their Zhdanov symbols, which is equivalent to saying that no two 1s can be adjacent to each other in our polytype symbol. Though the operations \( \rho \) and \( \tau \) apply also to the present case, \( \epsilon \) leaves the symbol of SiC invariant as obvious from its definition; accordingly, it is not symbol-differentiating.

Enumeration of \( p \)-Layer Mica Polytypes

Our aim is to enumerate \( p \)-layer polytypes of mica from the set \( \Omega \) of polytype symbols generated under the assumption that \( p \) is a prime, and under the condition (2). This problem can be solved through a series of procedures purely mathematical in nature. However, because the complete presentation of proofs of all the lemmas and theorems necessary for this purpose would require too lengthy a description, we shall confine ourselves chiefly to the demonstration of those of special importance, thereby concentrating our main effort into a systematic description of our logical sequence. The theory will first be developed for mica polytypes, and as a variation of it SiC polytypes will be dealt with later.

Let \( p \) be a prime larger than 4, and consider a set \( \Omega \) of polytype symbols in the form of (1), for which (2) holds. Such operations \( \rho \), \( \tau \) and \( \epsilon \) are then defined on the elements (polytype
symbols) of $\Omega$ as expressed by (3), (5) and (6) respectively. If applications, in succession and in finite repetitions if required, of $\rho$, $\tau$ and $\varepsilon$ to one element $\omega_i$ of $\Omega$ produce $\omega_n$, $\omega_b$ is said to be equivalent to $\omega_i$, $\omega_b \sim \omega_i$. Then the relation expressed by $\sim$ is an equivalence relation in $\Omega$, by which $\Omega$ is partitioned into disjoint equivalence classes $\Gamma_i$, $s$ for example such as

$$\Omega = \Gamma_1 \cup \Gamma_2 \cup \ldots \cup \Gamma_n,$$  

(7)

and all such $\omega$s that are equivalent to $\omega_i$ constitute the $i$th class $\Gamma_i$. Then because the operations $\rho$, $\tau$ and $\varepsilon$ are symbol-differentiating operations, all such $\omega$s that are different from but equivalent to each other represent one and the same polytype on the one hand and belong to the same equivalence class on the other. This means that a 1:1 correspondence can be established between the set of different polytypes and the set of equivalence classes given in $\Omega$ by the equivalence relation due to $\rho$, $\tau$, $\varepsilon$ and their combinations. Therefore the problem of enumerating different polytypes can be identified as that of seeking the total number of equivalence classes in (7). When $\Gamma_i$ is looked upon as a subset of $\Omega$, the number of different elements in $\Gamma_i$ is called the length of $\Gamma_i$ and is denoted by $|\Gamma_i|$. In the previous section $\rho$, $\tau$ and $\varepsilon$ were defined as symbol-differentiating operations, but they should now be redefined as operations given by the defining relations (3), (5) and (6) respectively. Therefore the identity 1 defined by

$$\rho^p = \tau^p = \varepsilon^p = 1,$$  

(8)

should now be looked upon as a legitimate member of the operations under consideration. Also from (3), (4), (5) and (6) the following relations will be immediately recognized:

$$\rho \tau = \tau \rho^{-1}$$  

(9)

and

$$\rho \varepsilon = \varepsilon \rho, \tau \varepsilon = \varepsilon \tau.$$  

(10)

From (8), (9) and (10) it will be directly proved that every product of finite numbers of $\rho$, $\tau$ and $\varepsilon$ in an arbitrary order coincides with one of the following $4p$ operations:

$$1, \rho, \rho^2, \ldots, \rho^{p-1}, \tau, \rho \tau, \rho^2 \tau, \ldots, \rho^{p-1} \tau, \varepsilon, \rho \varepsilon, \rho^2 \varepsilon, \ldots, \rho^{p-1} \varepsilon, \tau \varepsilon, \rho \varepsilon \tau, \rho^2 \varepsilon \tau, \ldots, \rho^{p-1} \tau \varepsilon.$$  

(11)

Thus, from now on, we shall deal with only these $4p$ operations, denote the sets of operations in the first, second, third and fourth rows in (11) by $P$, $T$, $E$ and $TE$ respectively, and express the set of symbols $\{\omega, \omega \rho, \ldots, \omega \rho^{p-1}\}$ as $\omega P$ and in a similar fashion for the other rows.

The enumeration of equivalence classes will then be carried out in two steps: (I) derivation of families of classes according to combinations of defining relations, and (II) determination of the number of classes in each of the families. Before proceeding to the description of these steps, it will be appropriate to refer to the following two lemmas because the first lemma is very often used in (I) and the second proves that $A$ to $F$ in (I) exhaust all the possible kinds of family.

Lemma 1: When $\omega \rho \neq \omega$, all elements in $\omega P$ differ from each other.

Proof: If $\omega \rho^i = \omega \rho^j (0 \leq i < j \leq p-1)$, $\omega \rho^{p-i} = \omega (1 < j-i \leq p-1)$. As $p$ and $j-i$ are relatively prime, there exist such integers $m$ and $l$ that satisfy $m(j-i) + lp = 1$. Then $\omega = \omega \rho^{p-i} = \omega (\rho^{p-i})^m = \omega (\rho^l)^{lp} = \omega (\rho^l)^{lp} = \omega (\rho^l)^{lp}$, contrary to the assumption that $\omega \rho \neq \omega$. Q.E.D.

Lemma 2: Among three operations $\tau$, $\varepsilon$ and $\rho$, if two which are arbitrarily chosen leave $\omega$ invariant, the remaining one also leaves $\omega$ invariant. If only one of the two arbitrarily chosen operations leaves $\omega$ invariant, it is the only one of the three operations that leaves $\omega$ invariant.

Proof: When $\omega \tau = \omega$ and $\omega \tau \varepsilon = \omega$, $\omega \tau \varepsilon = \omega \tau \varepsilon = \omega \varepsilon = \omega$, etc., and when $\omega \varepsilon = \omega$ but $\omega \tau \varepsilon \neq \omega$, $\omega \tau \varepsilon = \omega \tau \varepsilon = \omega \tau \neq \omega$, etc. Q.E.D.

(I) Derivation of Families of Classes According to Combinations of Defining Relations

(A) $\omega \rho = \omega, \omega \tau = \omega, and \omega \varepsilon = \omega$

From $\omega \rho = \omega$, $a_1 = a_2, a_0 = a_3, \ldots, a_p = a_1$. From (2), \[ \sum_{i=1}^{p} a_i = p a_1 = 0 \pmod{6}. \] Because $p$ is a prime and $a_1 \leq 5$ by assumption, it is concluded that $a_i = 0$ and $\omega = (00 \ldots 00)$. Conversely it is obvious that $\omega = (00 \ldots 00)$ is left invariant by every operation in (11). Hence under (A), $\{\omega = (00 \ldots 00)\}$ constitutes a class $\Gamma_1$ of length 1. (Because this sequence represents the one-layer polytype, it should be eliminated from the total numbers of the $p$-layer polytypes). 

(B) $\omega \rho \neq \omega, \omega \tau = \omega, and \omega \varepsilon = \omega$

The relations $\omega \tau = \omega$ and $\omega \varepsilon = \omega$ make each of $\omega T$, $\omega E$ and $\omega TE$ coincide with $\omega P$. Obviously $\rho$ leaves $\omega P$ invariant. When $\omega \tau = \omega, \tau$ leaves $\omega P$ invariant; $\omega \rho^{p-i} = \omega \rho^{p-i} \in \omega P$. The same applies to $\varepsilon$ when $\omega \varepsilon = \omega$ and to $\tau \varepsilon$ when $\omega \tau = \omega$ and $\omega \varepsilon = \omega$. Hence $\omega P$ is left invariant by every operation in (11) and is an equivalence class $\Gamma_n$ under (B). Then as $\omega \rho \neq \omega$
\( \omega \), all elements of \( \Omega \) are different from each other by Lemma 1. Hence \( |\Gamma_p| = p \).

(C) \( \omega \beta \neq \omega \), \( \omega \tau = \omega \), and \( \omega \varepsilon \neq \omega \)

The relation \( \omega \tau = \omega \) makes \( \omega T \) and \( \omega T \) coincide with \( \omega P \) and \( \omega E \) respectively. Obviously \( \rho \) leaves both \( \omega P \) and \( \omega E \) invariant. It may then be easily proved, as before, that when \( \omega \tau = \omega \), \( \tau \) leaves both \( \omega P \) and \( \omega E \) invariant. On the other hand \( \varepsilon \) maps \( \omega P \) onto \( \omega E \) and vice versa and the same applies to \( \tau \) when \( \omega \tau = \omega \). Therefore \( \omega P \omega E \) is left invariant by every operation in \((11)\) and is an equivalence class \( \Gamma_p \) under \( \Gamma_c \). (C) As \( \omega \rho \neq \omega \), all elements in \( \omega P \) are different from each other. If \( \omega \rho \tau = \omega \rho \tau \) \( (1 \leq j < i < \beta - 1) \), \( \omega = \omega \rho \tau \), \( \omega = \omega \rho \tau \), contrary to \( \omega \neq \omega \) in (C).

(D) \( \omega \rho \neq \omega \), \( \omega \tau = \omega \), and \( \omega \varepsilon \neq \omega \)

As \( \omega \tau = \omega \) makes \( \omega T \) and \( \omega T \) coincide with \( \omega P \) and \( \omega E \) respectively, exactly the same argument holds as in \( \Gamma_c \), which leads to the conclusion that \( \Gamma_p \) is \( \omega P \omega E \) and \( |\Gamma_p| = 2p \). It is to be noted that \( \Gamma_c \) and \( \Gamma_p \) can have no element in common; by Lemma 2, \( \omega \tau = \omega \) and \( \omega \tau = \omega \) in (C) whereas \( \tau \neq \omega \) and \( \tau \neq \omega \) in (D), and obviously no element can satisfy these two sets of mutually inconsistent conditions.

(E) \( \omega \rho \neq \omega \), \( \omega \tau = \omega \), and \( \omega \varepsilon \neq \omega \)

The relation \( \varepsilon = \omega \) makes \( \omega \varepsilon P \) and \( \omega \varepsilon T \) coincide with \( \omega P \) and \( \omega T \) respectively. Then \( \rho \) leaves each of \( \omega \rho \) and \( \rho \) invariant, the same applies to \( \varepsilon \) when \( \omega \rho \neq \omega \), but \( \tau \) maps \( \omega \rho \) onto \( \omega \rho \) and vice versa, and the same applies to \( \tau \) when \( \omega \varepsilon = \omega \). Therefore \( \omega P \omega T \) is left invariant by every operation in \((11)\) and is an equivalence class \( \Gamma_p \) under \( \Gamma_c \). As \( \omega \rho \neq \omega \), all elements of \( \omega P \) are different from each other.

\( \omega \varepsilon = \omega \), \( \omega \tau = \omega \), and \( \omega \varepsilon = \omega \)

Operation \( \rho \) leaves invariant each of \( \omega P \), \( \omega T \), \( \omega E \) and \( \omega T \). Operation \( \tau \) maps \( \omega P \) onto \( \omega P \), \( \omega T \) onto \( \omega T \), \( \omega E \) onto \( \omega E \), and \( \omega T \) onto \( \omega T \). Operation \( \varepsilon \) maps \( \omega P \) onto \( \omega E \), \( \omega T \) onto \( \omega T \), \( \omega E \) onto \( \omega E \), and \( \omega T \) onto \( \omega T \). Hence only \( \omega P \omega T \omega E \) \( \omega T \) will in this case be left invariant by every operation in \((11)\) and is an equivalence class \( \Gamma_p \) under \( \Gamma_c \). (F) Relations \( \omega \rho \neq \omega \) and \( \omega \varepsilon \neq \omega \) assure as proved in (C) that all elements in \( \omega P \omega E \) are different from each other. Relations \( \omega \rho \neq \omega \) and \( \omega \tau \neq \omega \) assure as proved in (C) that all elements in \( \omega P \omega T \) are different from each other. Likewise, relations \( \omega \rho \neq \omega \) and \( \omega \tau \neq \omega \) will be easily proved to assure that all elements in \( \omega P \omega T \) are different from each other. When \( \omega P \) and \( \omega T \) are operated upon by \( \varepsilon \), \( \omega E \) and \( \omega T \) will be produced. Therefore all elements in \( \omega P \omega T \) are different from each other.

(F) \( \omega \rho \neq \omega \), \( \omega \tau \neq \omega \) and \( \omega \varepsilon \neq \omega \)

Theorem 1: Equivalence classes in \( \Omega \) produced by operations in \((11)\) are classified into six families as follows: Family A defined by \( (\omega \rho = \omega, \omega \tau = \omega, \text{and } \omega \varepsilon = \omega) \) and consisting of a class of length 1; Family B defined by \( (\omega \rho \neq \omega, \omega \tau = \omega, \text{and } \omega \varepsilon = \omega) \) and consisting of classes of length 2; Family C defined by \( (\omega \rho \neq \omega, \omega \tau = \omega, \text{and } \omega \varepsilon \neq \omega) \) and consisting of classes of length 2; Family D defined by \( (\omega \rho \neq \omega, \omega \tau = \omega, \text{and } \omega \varepsilon = \omega) \) and consisting of classes of length 2; Family E defined by \( (\omega \rho = \omega, \omega \tau = \omega, \text{and } \omega \varepsilon = \omega) \) and consisting of classes of length 2; Family F defined by \( (\omega \rho \neq \omega, \omega \tau \neq \omega \), and \( \omega \varepsilon \neq \omega \) for every element of \( \Gamma_p \), and \( \omega \varepsilon = \omega \) and consisting of classes of length 4.

(II) Determination of the Number of Classes in Each of the Families

Family A

Family A contains only one class \( \{\omega = (00 \ldots 00)\} \). Hence, its class number \( n_A \) is equal to 1.

Family B

In order to count the number \( n_B \) of classes in this family, the fact must be utilized that every class in this family contains one and only one
such element \( \omega \) that satisfies \( \omega \tau = \omega \) and \( \omega \epsilon = \omega \), which means that \( n_B \) is equal to the total number of elements satisfying these two conditions except \( \omega = (00 \ldots 00) \). In fact if \( \omega \rho^i \tau = \omega \rho^i \) (\( 1 < i \leq p - 1 \)), \( \omega \rho^i \tau = \omega = \omega \tau \). Thus \( \omega \rho^i \tau = \omega \). Take such integers \( m \) and \( l \) that satisfy \( m(2l) + lp = 1 \). Then \( \omega = \omega \rho^i \tau = \omega \rho^i \tau = \omega \rho^i \mu = \omega \rho \), contrary to (B). Q.E.D.

Let us therefore count the number of these elements. Because \( \omega = \omega, \ a_1 \) in \( \omega \) is either 0 or 3, and from \( \omega \tau = \omega \) the equalities hold: \( a_1 = a_{p-1} \), \( a_2 = a_{(p-1)/2} = a_{(p-1)/2} \). When each of \( a_1, a_2, \ldots, a_{(p-1)/2} \) is given the value of either 0 or 3, the remaining central number \( a_{(p+1)/2} \) is determined by \( \omega \). Thus the number of elements that satisfy both \( \omega \tau = \omega \) and \( \omega \epsilon = \omega \) is \( 2^{(p-1)/2} \), because \( \omega \) is determined by the first \( (p-1)/2 \) \( a \)'s and each of such \( a \)'s can have the alternative of 0 or 3. As this number includes \( \omega \), \( n_B \) is given by \( n_B = 2^{(p-1)/2} - 1 \).

**Family C**

In each of the equivalence classes in this family, those elements that can satisfy both \( \omega \tau = \omega \) and \( \omega \epsilon = \omega \) are only two, \( \omega \epsilon = \omega \) in the previous case of family B. However, \( \omega \epsilon = \omega \) in \( (C) \) of (I) is different from \( \omega \epsilon = \omega \) in (C) of (I) because \( \omega \epsilon = \omega \) is not common in \( \Omega \) by (C). Hence, the number of those elements in \( \Omega \) that are contained in classes of family \( E \) is \( 2^{(p-1)/2} - p \times n_B - 1 \), and because \( 2p \) of these elements form a class, the number \( n_C \) of equivalence classes in family \( E \) is given by \( n_C = (\frac{3}{2}) \{2^{(p-1)/2} - p \times n_B - 1\} = (\frac{3}{2}) \{2^{(p-1)/2} - p \times 2^{(p-1)/2} + p - 1\} \).

**Family F**

The total number of elements in \( \Omega \) is \( 6^{p-1} \) because one of the \( p \) numbers in \( \omega \) is determined from the rest by (2) and each of the remaining \( p-1 \) numbers can have choice among six numbers, 0, 1, 2, 3, 4 and 5. As all the elements in classes of families \( A, B, C, D, E \) and \( F \) constitute \( \Omega \) and because \( |\Gamma_p| = 4p \), the number \( n_F \) of classes in family \( F \) is given by \( n_F = (\frac{3}{2}) \{6^{p-1} - 2p(p + n_D + n_C) - p \times n_B - n_A\} = (\frac{3}{2}) \{6^{p-1} - 2p(2^{(p-1)/2} - 2) \} \).

We have thus completed all the procedures of (II) and now reached the theorem that gives the total number of equivalence classes in \( \Omega \):

**Theorem 2:** The total number \( n_\Omega(p) \) of equivalence classes in \( \Omega \) is given by \( n_\Omega(p) = n_A + n_B + n_C + n_D + n_E + n_F \), where \( n_A = 1, n_B = 2^{(p-1)/2} - 1, n_C = (\frac{3}{2}) \{6^{(p-1)/2} - 2^{(p-1)/2} \}, n_D = (\frac{3}{2}) \{2^{(p-1)/2} - p \times 2^{(p-1)/2} + p - 1\} \) and \( n_F = (\frac{3}{2}) \{6^{(p-1)/2} - 2^{(p-1)/2} \} \). Hence the total number of polytypes

\[
n_\Omega(p) = n_\Omega(p) - n_A = (\frac{3}{2}) \{6^{p-1} + (2p) \times 6^{(p-1)/2} + 2^{(p-1)/2} - 2 \}.
\] (12)

Note here that \( p \) is greater than 4.

To derive the above theorem, it was assumed that any two adjacent layers in mica polytypes are stacked together with a relative rotation of one of the multiples of 60°, which is a digit in the senary representation. However, in natural micas the rotation is usually by one of 0°, 120°, and 240°. For these, therefore, it should be assumed that \( a, b \) in \( \omega \) can take the values of 0, 2 and 4, by which the stacking sequence can be expressed by a number in the ternary representation. For this case those procedures in steps (I) and (II) will be considerably simplified because the relation \( \omega \epsilon = \omega \) cannot hold in this
type of sequence. The final result corresponding to this case of the ternary representation is given by

$$n_3^I(p) = \left(\frac{3}{4}p\right) \left\{3^{p-1} + (2p) \times 3^{(p-1)/2} - 2p - 1\right\},$$

with $p$ greater than 4.

In Tables 1 and 2, numbers of distinct mica polytypes are listed for given layer-numbers. In these tables the numbers of polytypes in the ternary and senary representations, up to 19 and 12 layers, respectively, have been generated by computer, and those polytypes with a layer-number larger than the above are the results of calculations according to (12) and (13).

**Enumeration of $p$-Layer SiC Polytypes**

Let us express $p$-layer SiC polytypes also by (1), in which each of the numbers $a_j$s is either 0 or 1 in the binary representation. Instead of (2), however, the condition of 'no two 1s being adjacent' holds for SiC. Equations (3), (4) and (5) apply to SiC but in (6) $a_i = a_j$ for all $j$, that is, $e$ is not symbol-differentiating for the present case and should accordingly be deleted. Therefore, the equations in (10) are trivial and the latter two rows in (11) should be omitted. In (A) in (1), equation (2) must be replaced by the condition that $\omega \neq (11 \ldots 11)$, $2H$ being excluded from the beginning. Because the cases of SiC can be interpreted as always satisfying $\omega e = \omega$, only families $A$, $B$ and $E$ will be present in Theorem 1.

After Theorem 1 we shall depart from the thread of argument given to mica polytypes and resort to a method much simpler than that described in the previous section. When the condition of 'no two 1s being adjacent' is imposed, the sequence of $p$ numbers, each of which is either 0 or 1, is equivalent to the well-known sequence called a $PM$ sequence (sequence of plus and minus signs) (Berman & Fryer 1972), which is a typical Fibonacci sequence. Let the total number of sequences with $p$ numbers be $f(p)$; $f(p) = f(p-1) + f(p-2)$ holds. As $f(1) = 2$ and $f(2) = 3$, if the $m$th number in the standard Fibonacci sequence, $1, 1, 2, 3, 5, \ldots$ is denoted by $F(m)$, $f(p) = F(p+2)$. On the other hand because $a_1$ and $a_p$ cannot be 1 at the same time, those sequences with $a_1 = a_p = 0$ and $a_{p-1} = 1$ must be excluded from $f(p)$. The number of such sequences is $f(p-4) = F(p-2)$. Hence the total number $|\Omega|$ of possible sequences is

$$|\Omega| = F(p+2) - F(p-2) = F(p+1) + F(p) - \{F(p) - F(p-1)\} = F(p+1) + F(p-1).$$

The number $|\Omega|$ consists of elements of classes of family $E$, those of classes of family $B$, and $(00 \ldots 00)$ of family $A$. The number of classes whose elements are left invariant by operation $\tau \omega \tau = \omega$, is given by $f\left(\frac{p-1}{2}\right)$.
\[ F \left( \frac{p - 1}{2} + 2 \right) = F \left( \frac{p + 3}{2} \right) \]

because each of such classes is determined when \( a_2, a_3, \ldots, a_{(p+1)/2} \) are given, both \( a_1 \) and \( a_p \) being necessarily zero. Hence, when the layer-number \( p \) is a prime larger than 2, the number \( n_p(\phi) \) of possible SiC polytypes (always in a binary representation) will be given as

\[
n_p(\phi) = (\phi \phi) F(p + 1) + F(p - 1) - \phi \left\{ F \left( \frac{p + 3}{2} \right) \right\} - 1
- \phi \left\{ F \left( \frac{p + 3}{2} \right) \right\} - 1
+ \phi \left\{ F(p + 1) + F(p - 1) \right\}
+ \phi p \left( \frac{p + 3}{2} \right) - \phi - 1, \quad (14)
\]

neither 3C nor 2H being counted in it.

As far as SiC polytypes under the condition of ‘no two 1s being adjacent’ are concerned, we have lately succeeded in solving the problem of their enumeration for any layer-number. Denote the total number of \( N \)-layer SiC polytypes by \( n_\phi(N) \). Then

\[
n_B(N) = n_{N,2N} + n_{N,4N},
\]

\[
n_{N,2N} = F \left( \frac{N + 4}{2} \right) - \sum n_{l,s}
\]

when \( N \) is even, and

\[
n_{N,2N} = \left( \frac{1}{2} \right) \left( F(N + 2) - F(N - 2) \right)
-N \times n_{N,N} - \sum (l \times n_{l,t})
+ 2l \times n_{l,s}1), \quad (17)
\]

where \( n_{l,s} \) expresses the number of sequences with a period of \( i \) layers and having \( j \) distinct representations and starts with \( n_{l,s} = 1, n_{l,2} = 0, n_{l,3} = 1 \) and \( n_{l,4} = 0, F(k) \) is the \( k \)th number of the Fibonacci sequence, \( 1, 1, 2, 3, 5, \ldots \) and \( \sum I \) means a summation over all such \( I \) that divide \( N \), i.e., \( I/N \), with \( l \neq N \).

In Table 3, numbers of distinct SiC polytypes for given layer-numbers are listed. The numbers of these polytypes were derived according to (14), (15), (16) and (17), and those with \( N \) up to 43 were also generated by computer and confirmed to coincide with the above results of calculations.

**CONCLUSION**

The present mathematical treatment leads to the same numbers of distinct polytypes for layer-number \( N \) up to 5 in the senary case, and for \( N \) up to 7 in the ternary one, as in earlier, more direct treatments by Ross et al. (1966), and for \( N \) up to 8 (senary) and for \( N \) up to 10 (ternary), respectively, as in a computer simulation by Takeda (1971). The numbers of mica polytypes generated by computer with our improved program for the senary case agree with those given by our formulae for \( N \) up to 11 and for the ternary one for \( N \) up to 19.

In order to make practical application of these results, the complete set of a listing of the specific mica polytypes for \( N = 5 \) and 6 is available, at a nominal charge, from the Depository of Unpublished Data, CISI, National Research Council of Canada, Ottawa, Canada, K1A 0S2.

We believe that the treatments leading to Theorem 2 in this paper will be successfully applied to all variations of polytype provided appropriate reinterpretations of the meaning of some of the quantities in this theory are introduced, if they are required at all.
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